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Neurophysiological outcomes of mTBI- Progress Report 

The proposed and executed effort of this project was a literature review of neurophysiological 

outcomes of mTBI. There was no original research proposed or executed (i.e., no human 

subjects or animal research in this effort). There are two sections in this report. The first section 

(Part 1 - directly below) is an overview of neurophysiological outcomes of mTBI that have been 

addressed in the literature that are not related to cortical metrics. Subsequent sections address 

literature related to cortical metrics. Specifically, references of measures that can be routinely 

collected with the Brain Gauge (the device used to collect tactile based neurosensory 

assessments) were identified , collated and excel spreadsheets were generated that describe the 

contents of these references. These measures include temporal order judgement, reaction time, 

and timing perception and how those measures have been used for detecting deficits in 

information processing mechanisms in a number of cohorts, including mTBI. 

Part 1. 

A review ofthe literature on the topic of concussions shows what common sense should tell 

you-every concussion is different, so the physiology of concussions cannot be boiled down to a 

single, or even a single group, of statements. Physiological effects of concussion fall along a 

spectrum and are very much dependent on where on the head the person was hit, the force of the 

impact, the time since impact, total number of impacts the person has sustained, time between 

repeated impacts, age, and gender. Thus, data from the literature is varied and spans a wide range 

methods on study design and the subjects involved in testing. 

Due to inconsistencies in subject injuries and time since impact, controlled animal studies can be 

of great help when evaluating physiological impacts of concussion. Animal studies, especially 

with rodents, allow for larger sample sizes, controlling the type and location of impact, 

investigating histological changes, and more standardized multiple impact studies. 

Homogenizing injuries and treatments allows for making more concrete statements about the 

impacts of concussion. For example, Huang et at. (20 13) found greater tissue damage when 

impacts were administered 3d apart compared to 7d, and animals subjected to TBis 3d apart still 

showed behavioral signs of concussion I month later while the other treatment group did not. On 

the other hand, concussions in humans are heterogeneous, with multiple sites of injury, torque, 

and confounding factors common due to the nature of injury. Thus looking at effects of a single 

impact at a single site does not necessarily reflect concussions that occur outside of a controlled 

env ironment. Furthermore, as reviewed by Shultz et at. (20 16), there are many translational 

inconsistencies to consider when moving from animal models to humans, especially when using 

rodents. For example, because a rodent life span is vastly shorter than the average human, 

translating time between multiple impacts between species is not necessarily one-to-one. 
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Similarly, metabolism and pathophysiology differ greatly, making it important to interpret results 

with caution when relating to human TBI. 

Balance is one measure commonly evaluated post-concussion, especially in athletics, although 

evidence and support as this being a reliable measure is limited. Studies have found that failure 

to pass the Balance Error Scoring System (BESS) test can be an effective measure for detecting 

concussions immediately following an impact (Guskiewicz et al. 200 I , McCrea et al. 2005 , 

Broglio & Puetz 2008), however false negatives are common-Guskiewicz et al. (2000) report 

only 30% of head injury patients show signs of balance problems immediately after injury. 

Furthermore, of those that do show alterations in balance, BESS scores usually return to equal or 

better than that of healthy controls within a week following the concussion, likely due to a 

practice effect and/or inter- and intra- rater variability (Riemann & Guskiewicz 2000, McCrea et 

al. 2003 , Valovich et al. 2003, Vaolovich et al. 2004, Finnoffet al. 2009, Sheehan et al. 201I). 

Thus, reduced balance immediately after impact may be an effective way to quickly assess if a 

concussion has occurred, but not usually effective at determining when the injury has healed. 

In contrast, imaging studies have shown altered brain function in the absence of diminished 

performance on cognitive tests in concussed individuals, but to date, no imaging study has been 

able to establish a significant link between continuing, chronic symptoms and physiological 

changes that result from concussion (reviewed in Shultz et al. 20I6). While some 

concussions/TEl result in brain lesions, intracranial bleeding, or skull fractures detectable by CT 

or standard MRI, most are completely undetectable using these methods, especially when the 

injury is mild . Less than 10% of CT scans of concussion patients reveal any abnormality, and 

MRI abnormalities are present in only I 0-57% of patients (reviewed in Bazarian et al. 2006). 

Keeping in mind that these studies included patients with severe TBI, the use of these standard 

imaging techniques appear to be very limited in their ability to diagnose concussion and mTBI. 

Another MRI method capable of detecting physiological outcomes of concussion includes ASL, 

or arterial spin labeling, which can directly measure cerebral blood flow. This method has been 

used in relatively few studies to date to evaluate mTBI/concussion, with conflicting results found 

between studies. Wang et al. (2016) found decreased cerebral blood flow 24 hours after 

concussion in concussed athletes. After 8 day, when clinical symptoms had resolved, they 

documented that cerebral blood flow had decreased futther from 24 h post-concussion levels, 

adding more evidence that the disappearance of clinical and neurocognitive symptoms 

commonly used to determine return to play is not necessarily an indicator that the athlete has 

fully recovered . However, Doshi et al. (20 15) found that a week after concussion, athletes 

showed increased blood flow in the left striatum and frontal and occipital lobes compared to 

healthy controls. With small sample sizes (n=7 concussion group, n=l2 control), this suggests 

that more studies are needed to determine the accuracy of this method. 

2 
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Using fMRl pre- and post-concussion, Jantzen et al. (2004) found increased activation of the 

parietal and lateral frontal and cerebellar regions within l week of concussion, even in the 

absence of a change in cognitive performance postinjury. Similarly, McAllister et al. (1999) 

observed similar performance of concussed and control individuals, but there were differences in 

the activation patterns during working memory tasks between the two groups. Chen et al. (2004) 

also noted differences in working memory activation patterns despite normal performance in 

concussed individuals. Specifically, more activation was seen outside the area of interest that 

was not present in control groups, and BOLD (Blood Oxygen Level Dependent) responses were 

different between the two groups. 

Changes in functional connectivity have been widely cited as a result of both acute and chronic 

concussionlmTBI. However, the details of such changes are not always clear, straightforward, or 

cohesive between studies depending on subjects used. Nevertheless, to make a generalization, it 

has been shown that even in asymptomatic patients, connectivity, as measured by resting state 

fMRl, is reduced post-concussion and is inversely related to the number of TBis sustained by the 

individual (Johnson et al. 20 12). In their review of the topic, Chong and Schwedt (20 15) were 

only able to conclude that functional connectivity does appear to change following concussion, 

including alterations in the default-mode network (DMN), but they were not able to make any 

other broad generalizations on the topic. 

Other techniques including EEG and DTI can also be effective at detecting altered brain function 

post-concussion. Again, results and conclusions are varied depending on severity of concussion 

and amount of time elapsed since impact. In general, DTI has documented changes in diffusivity 

both acutely and chronically (6 months post impact) (Henry et al. 2011), and Lipton eta!. (2009) 

showed a correlation between executive function and activity in the dorsolateral prefrontal cortex 

with acute concussion cases ( < 2 weeks post impact). 

Another imaging method, PET, or more specifically C8F]fluorodeoxyglucose (FDG)-PET, IS 

able to detect changes in cortical metabolism post-concussion. As is the case with most 

concussion research, studies vary widely in severity and location of injury, and sample sizes are 

rarely big enough to make strong general conclusions. In their review of this topic, Byrnes eta!. 

(2014) concluded that post-concussion, patients show a decrease in brain metabolism, either 

globally or regionally that can last days to months, with some indication of correlation with 

degree of injury. 

Alterations in brain metabolite concentrations can be measured using magnetic resonance 

spectroscopy (MRS) as an indicator of disrupted metabolism within the brain (reviewed in 

Honce eta!. 20 16). This method has been used to show changes in creatine and 

glutamate/glutamine complex levels in asymptomatic high school football players following 

impact (Poole eta!. 2014) . Furthermore, the use ofNAA/Cr and NAA/Cho ratios have been 

3 
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successful in showing that athletes are not always fully recovered once clinical symptoms have 

resolved, and in athletes who sustain a second hit before metabolite ratios return to normal , 

recovery time from the second impact is significantly longer than in those who sustain a second 

hit after fully recovering from the first injury, as determined by MRS. Also, metabolite 

imbalances that were not present acutely can present up to 6 months post-injury (reviewed in 

Hance et at. 20 16). 

More recently, the use of blood biomarkers as an indicator of concussion has been more 

thoroughly investigated as a way to detect concussion more easily, cheaply, effectively, and 

without the radiation exposure of CT scans (reviewed in Zetterberg et at. 2013, Mondello et at. 

2014, Plog & Nedergaard 2015, Huang et at. 2016, Kawata et at. 2016, Kulbe & Geddes 2016, 

Zetterberg & Blennow 2016). While they show more promise to accurately diagnosing mild TBI 

than imaging, they still have their downsides and there are currently no biomarkers tests 

available that can definitively detect mild concussions. In order to be effective, biomarkers must 

be present in detectable quantities in some body fluid , and they should be specific to CNS injury. 

As noted previously, each TBI patient is different and effects of impact are different in each 

patient depending on a number of factors. It is therefore difficult to find a single biomarker that 

can be used as a "gold standard" for TBI detection , particularly when considering that these 

molecules must 1) pass through the blood brain barrier (BBB) in detectable levels to be reliably 

and accurately measured in blood samples 2) measurement errors are possible at many levels 

including collection, storage, and measurement of samples 3) most ofthe biomarkers being 

investigated currently are not exclusive to head trauma and elevated levels can be an indicator of 

orthopedic or other peripheral injury. Analyzing CSF samples as opposed to blood can bypass 

some of these problems, but it is much more invasive and risky, and sampling cannot be repeated 

as often as a blood sample. That being said, there are some biomarkers that have been 

investigated and show some potential for helping to clarify the picture of what is going on inside 

a patients head following impact. Specifically, S 1 00-~, neuron-specific enolase (NSE), and glial 

fibrillary acidic protein (GF AP), are the most thoroughly studied biomarkers that show potential , 

and all have been extensively reviewed (Zetterberg et at. 2013 , Mondello et at. 2014, Huang et 

at. 20 16, Kawata et at. 2016, Ku I be & Geddes 2016, Pan et at. 20 16, Zetterberg & B lennow 

2016). While they show the more promise than other suggested biomarkers, they still have their 

downsides and have shown mixed results in their efficiency as an indicator of mTBI. 

S 1 00-~ is a marker of activated astrocytes and is moved into the bloodstream by bulk flow via 

the glymphatic system (Piog et al2015). However, it is also found in peripheral sources, 

including chondrocytes, adipocytes, and exocrine cells and elevated blood levels have been 

detected in patients following ischemic reperfusion injury, bone fractures , as well as in people 

with mood disorders (reviewed in Pan et at. 2016). 

4 
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NSE is an enzyme involved in glycolysis, mostly within neurons, and it is upregulated in 

response to axon damage in order to maintain homeostasis. While multiple studies have shown 

significant increases blood levels of this protein following moderate and severe TBI, it has not 

been shown to be useful in detecting mild TBI. Furthermore, increased serum NSE has been 

detected following hypoperfusion , liver damage, kidney damage, migraines, and bone fractures , 

further limiting its ability to accurately detect TBI (Reviewed in Kawata et al. 2016). 

GF AP is a structural protein found in astrocytes. With neurotrauma, astrocytes show 

morphological changes, including increases in size, which involves increased GF AP production, 

plus GFAP can be shed following astroglial damage either due to mechanical forces or necrosis 

(rev iewed in Kawata et al. 2016). Unlike most other suggested biomarkers, this protein is not 

fou nd outside the nervous system, making its presence in blood more specific to neurotrauma. 

Furthermore, multiple studies have shown that it can be found in detectable levels in mTBI 

patients, and levels appear to be correlated with severity of injury. This protein appears to hold 

more promise in detecting TBI, but it has not been studied as extensively as S 1 00-~ and many 

studies that have been done have had relatively small sample sizes . Additional studies are needed 

to verify its specificity and sensitivity, as well as establish how long it remains present in the 

blood (reviewed in Kawata et al. 2016, Kulbe & Geddes 2016, Pan et al. 2016). 

With more testing and validation, using fluid biomarkers could be a valid part of determining 

when head trauma has occurred and/or when a patient has recovered. However, there are many 

confounding factors to consider and many shortcomings to this method, it has even been 

suggested that this method may never work to the degree that others have suggested due to the 

glymphatic system (Huang et al. 20 16). In fact, Plog et al. (20 15) found that serum levels of 

S 1008, NSE, and GFAP were not elevated following experimentally induced TBI in mice when 

the g lymphatic system was blocked. The potential for a false negative test result from any 

biomarkers measured from blood is a thus concern, particularly given that sleep deprivation (a 

possible side effect of TBI) as well as TBI in and of itself decreases glymphatic system activity 

(II iff et al. 2014, Plog et al. 20 15). Furthermore, even if proteins make it into the bloodstream, 

they will eventually degrade, be cleared by the hepatic and renal systems, and they can bind to 

carrier proteins, making standard measurement methods inaccurate (reviewed in Plog & 

Nedergaard 20 15). 

Huang et al. (20 16) suggests a way around the obstacle of the glymphatic system by noting that 

TBI of any origin causes breakdown of the blood brain barrier (BBB). In theory, increased levels 

of circulating brain microvascular endothelial cells (cBMEC), the main constituent ofthe BBB, 

cou ld be an indicator ofTBI. But again, this suggestion has its drawbacks as increased cBMEC 

levels could be confounded by a number of other factors that also cause BBB breakdown, 

including (but not limited to) nicotine and HIV. 

5 
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Recent advances in TBI detection have been in the field of molecular biology, using micro RNA 

(miRNA) as a biomarker for TBI. While studies in this area are limited, this method does appear 

to hold more promise than protein biomarkers discussed previously. Using miRNA as opposed to 

proteins allows for detection of the biomarker at lower concentrations, miRNA is less susceptible 

to degradation, both before and after sampling, evidence shows that there are more biomarkers 

that are specific to TBI and not influenced by peripheral damage, and there are miRNA markers 

that have been shown to be able to differentiate between mild, moderate, and severe TBI in 

mouse models and in humans (Balakathiresan et al. 2014, Sharma et al. 2014, Bhomia et al. 

2016, Harrison et al. 2016, Sun et al. 2016, Taheri et al. 2016,). 

Specifically, Sun et al. (2016), found that expression ofthe miRNA miR-23b was downregulated 

in plasma ofTBI patients relative to healthy individuals. Bhomia et al. (2016), using blood 

samples from human subjects with either mTBI, severe TBI, orthopedic injury, or healthy 

controls, found 8 miRNAs specific to mTBI, 10 specific to sTBI, and 10 specific to orthopedic 

injury. In TBI patients, expression levels of most miRNAs showed a direct correlation to severity 

of injury as indicated by CT lesions. These results seem promising, but sample sizes were small 

(n=8/group) and all sampling was done 12-48 h after injury, meaning the ability to assess TBI 

status over time to track progress and recovery remains unknown. Further studies must also be 

done to determine if these miRNAs could also be present in other neurological conditions that 

may co-occur with TBI. For example, PTSD has been shown to have its own miRNA signature 

(Balakathiresan et al. 2016). 

In summary, it has been widely documented that concussions/TEl cause a wide range of 

alterations in brain function. However, this injury is extremely heterogeneous in nature, making 

it difficult to make broad generalizations. Individual injuries can affect different parts of the 

brain in different ways depending on factors such as the location and intensity of impact, the 

number of previous concussions sustained, and time between impacts, so any method used to 

assess the injury must be able to do so irrespective of each of these factors . One generalization 

that can be made, however, is that changes in neurophysiology following concussion rarely are 

completely resolved at the same time that clinical symptoms disappear, and sustaining a second 

head injury before the first has resolved can drastically increase the severity of the injury. Thus, 

it is important to establish a method to accurately detect and track progress in order to prevent re

injury in an already injured brain. 
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cerebrospinal fluid and blood. Nat Rev Neurol 9:201-210. 

Zetterberg H & Blennow K (2016). Fluid biomarkers for mild traumatic brain injury and related 

conditions. Nature Reviews Neurology 12:563-574. 
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Part 2. 

Temporal order judgement (TOJ) defines an individual's ability to determine the order of two 

stimuli delivered to the peripheral sensory sheet. This ability is largely attributed to frontal
striatal pathways and TOJ is impacted in mTBI when that part of the cortex is impacted. Some 

neurological groups do particularly poorly in this task (e.g., schizophrenia and dyslexia). The 

contents of the TOJ references below are summarized in an excel spreadsheet. 

Aoyama A, Krummenacher P, Palla A, Hilti LM, Brugger P. Impaired spatial-temporal integration of touch 
in xenomelia (body integrity identity disorder) . Spatial Cognition & Computation. 2012 Apr 19;12(2-3):96-
11 0 . 

Aglioti SM, Fiorio M, Forster B, Tinazzi M. Temporal discrimination of cross-modal and unimodal stimuli in 
generalized dystonia. Neurology. 2003 Mar 11 ;60(5):782-5. 

Auld ML, Boyd R, Moseley GL, Ware R, Johnston LM. Tactile function in children with unilateral cerebral 
palsy compared to typically developing children . Disability and rehabilitation. 2012 Aug 1 ;34(17) : 1488-94. 

Babkoff H, Zukerman Gl , Fostick L, BEN-ARTZI EL. Effect of the diurnal rhythm and 24 h of sleep 
deprivation on dichotic temporal order judgment. Journal of sleep research . 2005 Mar 1; 14(1 ):7 -15. 

Conte A, Khan N, Defazio G, Rothwell JC, Berardelli A. Pathophysiology of somatosensory abnormalities 
in Parkinson disease. Nature Reviews Neurology. 2013 Dec 1 ;9(12):687 -97. 

Craig JC, Rhodes RP, Busey TA, Kewley-Port D, Humes LE. Aging and tactile temporal order. Attention, 
Perception , & Psychophysics . 2010 Jan 1 ;72(1 ):226-35. 

da Silva CF, Morgero KC, Mota AM , Piemonte ME, Baldo MV. Aging and Parkinson's disease as 
functional models of temporal order perception . Neuropsychologia. 2015 Nov 30;78:1-9. 

Fiorio M, Tinazzi M, Bertolasi L, Aglioti SM. Temporal processing of visuotactile and tactile stimuli in 
writer's cramp. Annals of neurology. 2003 May 1 ;53(5) :630-5. 

Gibbon J, Rutschmann R. Temporal order judgment and reaction time. Science. 1969 Jul 
25; 165(3891 ):413-5. 

Haenzi S, Stefanics G, Lanaras T, Calcagni M, Ghosh A. Botulinum toxin-A dose dependent perceptual 
loss on the hand after its cosmetic use on the face. cortex. 2014;63: 118-20. 

Heed T, Azari6n E. Using time to investigate space: a review of tacti le temporal order judgments as a 
window onto spatial processing in touch . Frontiers in psychology. 2014 Feb 17;5:76. 

Kitazawa S, Moizumi S, Okuzumi A, Saito F, Sh ibuya S, Takahashi T, Wada M, Yamamoto S. Reversal of 
subjective temporal order due to sensory and motor integrations. Sensorimotor foundations of higher 
cognition attention and performance. 2008 Jan 30:73-97. 

Laasonen M, Virsu VJ . Temporal order and processing acuity of visual , aud itory, and tactile perception in 
developmentally dyslexic young adults. Cognitive, Affective , & Behavioral Neuroscience. 2001 Dec 
1; 1 (4) :394-41 0. 
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Moseley GL, Gallace A, Spence C. Space-based, but not arm-based, shift in tactile processing in 
complex regional pain syndrome and its relationship to cooling of the affected limb. Brain. 2009 Nov 
1 ;132(11):3142-51 . 

Moseley GL, Gallagher L, Gallace A Neglect-like tactile dysfunction in chronic back pain . Neurology. 
2012 Jul24;79(4) :327-32. 

Nishikawa N, Shimo Y, Wada M, Hattori N, Kitazawa S. Effects of aging and idiopathic Parkinson's 
disease on tactile temporal order judgment. PloS one. 2015 Mar 11; 1 0(3) :e0118331. 

Pagel B, Heed T, Roder B. Change of reference frame for tactile localization during child development. 
Developmental science. 2009 Nov 1;12(6):929-37. 

Roder B, Rosier F, Spence C. Early vis ion impairs tactile perception in the blind. Current Biology. 2004 
Jan 20;14(2):121-4. 

Sanger TO, Tarsy D, Pascuai-Leone A Abnormalities of spatial and temporal sensory discrimination in 
writer's cramp. Movement disorders. 2001 Jan 1;16(1):94-9. 

Sterr A, Green L, Elbert T. Blind Braille readers mislocate tactile stimuli . Biological psychology. 2003 May 
31 ;63(2) :117-27. 

Takahashi T, Kansaku K, Wada M, Shibuya S, Kitazawa S. Neural correlates of tactile temporal-order 
judgment in humans: an fMRI study. Cerebral Cortex. 2012 Jul 3:bhs179. 

Tinazzi M, Frasson E, Bertolasi L, Fiaschi A, Aglioti S. Temporal discrimination of somesthetic stimuli is 
impaired in dyston ic patients. Neuroreport. 1999 May 14;10(7):1547-50. 

Tinazzi M, Fiaschi A, Frasson E, Fiorio M, Cortese F, Aglioti SM . Deficits of temporal discrimination in 
dystonia are independent from the spatial distance between the loci of tactile stimulation. Movement 
disorders. 2002 Mar 1; 17(2):333-8. 

Tinazzi M, Fiorio M, Bertolasi L, Aglioti S. Timing of tactile and visuo-tactile events is impaired in patients 
with cervical dystonia. Journal of neurology. 2004 Jan 1 ;251 (1 ):85-90. 

Van Damme S, Gallace A, Spence C, Crombez G, Moseley GL. Does the sight of physical threat induce a 
tactile processing bias?: Modality-specific attentional facilitation induced by viewing threatening pictures. 
Brain research. 2009 Feb 9;1253:100-6. 

Vi rsu V, Lahti-Nuuttila P, Laasonen M. Crossmodal temporal processing acuity impairment aggravates 
with age in developmental dyslexia. Neuroscience letters . 2003 Jan 23;336(3):151-4. 

Wada M, Yamamoto S, Kitazawa S. Effects of handedness on tactile temporal order judgment. 
Neuropsychologia. 2004 Dec 31 ;42(14) :1887-95. 

Wada M, Suzuki M, Takaki A, Miyao M, Spence C, Kansaku K. Spatia-temporal processing of tactile 
stimuli in autistic ch ildren. Scientific reports. 2014 Aug 7;4:5985. 

Reaction Time (RT). Reaction time describes an individual's information processing speed. 
The measure is simple in concept and easily measured, and for this reason, there are a large 
number of references on this topic that date back to 1885. However, the majority of commercial 

measures that collect reaction time introduce a very large variability for technical reasons and 
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tactile based reaction time is clearly the most reliable means of administering this very useful 

test. The contents of the R T references below are summarized in an excel spreadsheet. 

Ancelin ML, Artero S, Portet F, Dupuy AM , Touchon J, Ritchie K. Non-degenerative mild cognitive 
impairment in elderly people and use of anticholinergic drugs: longitudinal cohort study. Bmj . 2006 Feb 
23;332(7539):455-9. 

Benton AL. Interactive effects of age and brain disease on reaction time. Archives of Neurology. 1977 Jun 
1 ;34(6) :369-70. 

Caty G, Hu L, Leg rain V, Plaghki L, Mouraux A. Psychophysical and electrophysiological evidence for 
nociceptive dysfunction in complex regional pain syndrome. Pain®. 2013 Nov 30; 154(11 ):2521-8. 

Davidson RJ , Lesl ie SC , Saron C. Reaction time measures of interhemispheric transfer time in reading 
disabled and normal ch ildren. Neuropsychologia. 1990 Dec 31 ;28(5):471-85 . 

Der G, Deary IJ . Age and sex differences in reaction time in adulthood: results from the United Kingdom 
Health and Lifestyle Survey. Psychology and aging . 2006 Mar;21 (1 ):62 . 

Draper R, Manning A, O'Neill C. Two-signal discrimination: Relevance fo r psychopharmacology. Drug 
Development Research . 1982 Jan 1;2(S1) :165-76. 

Edwards AE, Cohen S. Visual illusion , tactile sensibility and reaction time under LSD-25. 
Psychopharmacologia. 1961 Sep 1 ;2(5) :297 -303. 

Edwards L, Ring C, Mcintyre D, Carroll D, Martin U. Psychomotor speed in hypertension: Effects of 
reaction time components, stimulus modality, and phase of the cardiac cycle. Psychophysiology. 2007 
May 1 ;44(3):459-68. 

Evarts EV, Teravainen H, Caine DB. Reaction time in Parkinson's disease. Brain: a journal of neurology. 
1981 Mar;104(Pt 1):167-86. 

Ferraro FR. No evidence of reaction time slowing in autism spectrum disorder. Autism . 2014 Dec 
15:1362361314559986. 

Fozard JL, Vercruyssen M, Reynolds SL, Hancock PA, Quilter RE. Age differences and changes in 
reaction time: the Baltimore Longitudinal Study of Aging . Journal of gerontology. 1994 Jul 1 ;49(4) :P179-
89. 

Goodrich S, Henderson L, Kennard C. On the existence of an attention-demanding process peculiar to 
simple reaction time : converging evidence from Parkinson's disease. Cognitive Neuropsychology. 1989 
May 1 ;6(3):309-31 . 

Hansson P, Ekblom A, Lindblom U, Marchettini P. Does acute intraoral pain alter cutaneous sensibil ity?. 
Journal of Neurology, Neurosurgery & Psychiatry. 1988 Aug 1 ;51 (8) : 1032-6. 

Hernandez OH , Vogel-Sprott M, Huchin-Ramirez TC, Ake-Estrada F. Acute dose of alcohol affects 
cognitive components of reaction time to an omitted stimulus : differences among sensory systems. 
Psychopharmacology. 2006 Jan 1; 184(1 ):75-81 . 

Hick WE. On the rate of gain of information. Quarterly Journal of Experimental Psychology. 1952 Mar 
1 ;4(1 ): 11-26. 
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Klemmer ET. Simple reaction time as a function of time uncertainty. Journal of experimental psychology. 
1957 Sep;54(3) :195. 

Lajoie Y, Gallagher S. Predicting falls within the elderly community: comparison of postural sway, reaction 
time, the Berg balance scale and the Activities-specific Balance Confidence (ABC) scale for comparing 
fallers and non-fallers. Archives of gerontology and geriatrics. 2004 Feb 29;38(1 ): 11-26. 

Leonard JA. Tactual choice reactions: I. Quarterly Journal of Experimental Psychology. 1959 May 
1; 11 (2):76-83. 

Lord SR, Clark RD. Simple physiological and clinical tests for the accurate prediction of falling in older 
people. Gerontology. 1996 Jul 1 ;42(4): 199-203. 

Lorenzo I, Ramos J, Arce C, Guevara MA, Corsi-Cabrera M. Effect of total sleep deprivation on reaction 
time and waking EEG activity in man. SLEEP-NEW YORK-. 1995 Jun 1; 18:346-. 

MacDonald SW, Nyberg L, Backman L. Intra-individual variability in behavior: links to brain structure , 
neurotransmission and neuronal activity. Trends in neurosciences. 2006 Aug 31 ;29(8):474-80. 

MacFiynn G, Montgomery EA, Fenton GW, Rutherford W. Measurement of reaction time following minor 
head injury. Journal of Neurology, Neurosurgery & Psychiatry. 1984 Dec 1 ;47(12): 1326-31 . 

Meere J, Vreeling HJ , Sergeant J. A Motor Presetting Dtudy in Hyperactive, Learning Disabled and 
Control Children. Journal of Child Psychology and Psychiatry. 1992 Nov 1 ;33(8):1347 -51. 

Merkel J. Die zeitlichen verhaltnisse der willensthatigkeit. Philos Stud. 2:73-127. 

Moreau V, Berquin AD, Plaghki L. Laser-evoked potentials correlate with clinical evolution in a case of 
spontaneous and recurrent complex regional pain syndrome type I. The Clinical journal of pain. 2007 May 
1;23(4) :375-9. 

Patil S, Phatale S. Auditory and Visual Reaction Time-A Tool for Early Detection of Neuropathy in 
Diabetics. International Journal of Health Sciences and Research (IJHSR). 2015;5(4) :141-6. 

Ponsford J, Kinsella G. Attentional deficits following closed-head injury. Journal of Clinical and 
Experimental Neuropsychology. 1992 Sep 1; 14(5):822-38. 

Puts NA, Wodka EL, Tommerdahl M, Mostofsky SH , Edden RA. Impaired tactile processing in children 
with autism spectrum disorder. Journal of Neurophysiology. 2014 May 1; 111 (9): 1803-11. 
Reinersmann A, Haarmeyer GS, Blankenburg M, Frettl6h J, Krumova EK, Ocklenburg S, Maier C. Left is 
where the L is right. Significantly delayed reaction time in limb laterality recognition in both CRPS and 
phantom limb pain patients. Neuroscience letters. 2010 Dec 17;486(3):240-5. 

Richerson SJ , Robinson CJ, Shum J. A comparative study of reaction times between type II diabetics and 
non-diabetics. Biomedical engineering online. 2005 Feb 21 ;4(1 ): 12. 

Ruesch J. Dark adaptation, negative after images, tachistoscopic examinations and reaction time in head 
injuries. Journal of Neurosurgery. 1944 Jul ; 1 (4):243-51 . 

Sarno S, Erasmus LP, Lipp B, Schlaegel W. Multisensory integration after traumatic brain injury: a 
reaction time study between pairings of vision , touch and audition . Brain Injury. 2003 Jan 1; 17(5):413-26. 

Schwartz F, Carr AC, Munich RL, Glauber S, Lesser B, Murray J. Reaction time impairment in 
schizophrenia and affective illness: the role of attention . Biological Psychiatry. 1989 Mar 1 ;25(5):540-8 . 
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Sherwood DE, Seider OJ. Cardiorespiratory health, reaction time and aging . Medicine and science in 
sports . 1978 Dec; 11 (2): 186-9. 

Shucard OW, Benedict RH, Tekok-Kilic A , Lichter DG. Slowed reaction time during a continuous 
performance test in children with Tourette's syndrome. Neuropsychology. 1997 Jan ;1 1 (1 ): 147. 

Spence C, Lloyd D, McGlone F, Nicholls ME, Driver J. Inhibition of return is supramodal: a demonstration 
between all possible pairings of vision , touch , and audition . Experimental Brain Research . 2000 Sep 
1; 134(1 ):42-8. 

Stuss DT, Stethem LL, Hugenholtz H, Picton T, Pivik J, Richard MT. Reaction time after head injury: 
fatigue, divided and focused attention , and consistency of performance. Journal of Neurology, 
Neurosurgery & Psychiatry. 1989 Jun 1;52(6):742-8. 

Tamm L, Narad ME, Antonini TN, O'Brien KM , Hawk LW, Epstein JN. Reaction time variability in ADHD: a 
review. Neurotherapeutics. 2012 Jul1 ;9(3) :500-8. 

ten Hoopen G, Akerboom S, Raaymakers E. Vibrotactual choice reaction time, tactile receptor systems 
and ideomotor compatibi lity. Acta Psychologica. 1982 Mar 31 ;50(2) : 143-57. 

Zahn TP, Mirsky AF . Reaction time indicators of attention deficits in closed head injury. Journal of Clin ical 
and Experimental Neuropsychology. 1999 Jun 1 ;21 (3) :352-67. 

Timing Perception. Timing perception is an indivdual's ability to accurately perceive the 

duration of a stimulus. Although this is reliant on a number of nodes in the neural network, the 

cerebellum plays a large role in an individual ' s ability to differentiate between two stimuli that 

differ only in duration .. The contents of the timing perception references below are summarized 

in an excel spreadsheet. 

Anderson JW, Schmitter-Edgecombe M. Recovery of time estimation following moderate to severe 
traumatic brain injury. Neuropsychology. 2011 Jan;25(1 ):36. 

Brannon EM, Roussel LW, Meek WH, Woldorff M. Tim ing in the baby brain . Cognitive Brain Research. 
2004 Oct 31 ;21(2) :227-33. 

Carrasco MC, Redolat R, Simon VM . Effects of cigarette smoking on time estimation. Human 
Psychopharmacology: Clinical and Experimental. 1998 Dec 1; 13(8):565-73. 

Carmen Carrasco, M. Jesus Guillem, Rosa Redolat M. Estimation of short temporal intervals in 
Alzheimer's disease. Experimental Aging Research . 2000 Apr 1 ;26(2) : 139-51 . 

Carrasco MC, Bernal MC, Redolat R. Time estimation and aging: a comparison between young and 
elderly adults . The International Journal of Ag ing and Human Development. 2001 Mar;52(2) :91-1 01 . 

Carroll CA, O'Donnell BF, Shekhar A, Hetrick WP. Timing dysfunctions in schizophrenia span from 
mill isecond to several-second durations. Brain and cognition . 2009 Jul31 ;70(2):181-90. 

Casini L, Ramdani-Beauvir C, Burle B, Vidal F. How does one night of sleep deprivation affect the internal 
clock?. Neuropsychologia. 2013 Jan 31 ;51 (2) :275-83. 
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Davalos DB, Kisley MA, Freedman R. Behavioral and electrophysiological indices of temporal processing 
dysfunction in schizophren ia. The Journal of neuropsych iatry and cl inical neurosciences. 2005 
Nov;17(4):517-25. 

Davalos DB, Kisley MA, Ross RG. Deficits in auditory and visual temporal perception in schizophrenia. 
Cognitive Neuropsychiatry. 2002 Nov 1 ;7(4):273-82. 

Davalos DB, Kisley MA, Ross RG. Effects of interval duration on temporal processing in schizophrenia. 
Brain and cognition . 2003 Aug 31 ;52(3) :295-301 . 

Eag leman OM. Using time perception to measure fitness for duty. Military Psychology. 2009;21 (S 1 ):S 123. 

Elvevag B, McCormack T , Gilbert A, Brown GO, Weinberger DR, Goldberg TE. Duration judgements in 
patients with schizophrenia . Psychological medicine. 2003 Nov 1 ;33(07) : 1249-61. 

Elvevag B, Brown GO, McCormack T, Vousden Jl , Goldberg TE. Identification of tone duration, line 
length, and letter position : an experimental approach to timing and working memory deficits in 
schizophrenia. Journal of abnormal psychology. 2004 Nov; 113(4 ):509 . 

Gilaie-Dotan S, Ashkenazi H, Dar R. A Possible Link between Supra-Second Open-Ended Timing 
Sensitivity and Obsessive-Compulsive Tendencies. Frontiers in Behavioral Neuroscience. 2016;10. 

Gilden DL, Marusich LR. Contraction of time in attention-deficit hyperactivity disorder. Neuropsychology. 
2009 Mar;23(2):265. 

Gooch D, Snowling M, Hulme C. Time perception , phonological skills and executive function in children 
with dyslexia and/or ADHD symptoms. Journal of Child Psychology and Psychiatry. 2011 Feb 
1 ;52(2) : 195-203. 

Graham-Schmidt KT, Martin-Iverson MT, Holmes NP, Waters FA. When one's sense of agency goes 
wrong : Absent modulation of time perception by voluntary actions and reduction of perceived length of 
intervals in passivity symptoms in schizophrenia . Consciousness and Cognition . 2016 Oct 31 ;45:9-23. 

Grondin S, Rousseau R. Judging the relative duration of multimodal short empty time intervals. Attention , 
Perception , & Psychophysics. 1991 May 1 ;49(3) :245-56. 

Grondin S. Timing and time perception: a review of recent behavioral and neuroscience findings and 
theoretical directions. Attention , Perception , & Psychophysics . 2010 Apr 1 ;72(3) :561 -82. 

Grondin S, Kuroda T, Mitsudo T. Spatial effects on tactile duration categorization. Canad ian Journal of 
Experimental Psychology/Revue canadienne de psycholog ie experimentale. 2011 Sep;65(3) : 163. 

Gruber RP, Block RA Effect of caffeine on prospective and retrospective duration judgements . Human 
Psychopharmacology: Clin ical and ExperimentaL 2003 Jul1; 18(5):351-9. 

Gur;;lu B, Sevinc E, Canbeyli R. Duration discrimination by musicians and nonmusicians. Psychological 
reports . 2011 Jun;108(3):675-87. 

Halberstadt AL, Sindhunata IS, Scheffers K, Flynn AD, Sharp RF , Geyer MA, Young JW Effect of 5-HT 
2A and 5-HT 2C receptors on temporal discrimination by mice. Neuropharmacology. 2016 Aug 
31 ;1 07:364-75. 

Hinton SC , Meek WH. Increasing the speed of an internal clock: the effects of nicotine on interval timing. 
Drug development research . 1996 Jul1 ;38(3-4) :204-11 . 
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Jones LA, Poliakoff E, Wells J. Good vibrations : Human interval timing in the vibrotactile modality. The 
Quarterly Journal of Experimental Psychology. 2009 Nov 1 ;62(11 ):2171-86. 

Koch G, Oliveri M, Caltagirone C. Neural networks engaged in milliseconds and seconds time processing : 
evidence from transcranial magnetic stimulation and patients with cortical or subcortical dysfunction. 
Philosophical Transactions of the Royal Society of London B: Biological Sciences. 2009 Jul 
12;364(1525) : 1907-18. 

Lee KH, Dixon JK, Spence SA, Woodruff PW. Time perception dysfunction in psychometric schizotypy. 
Personality and individual differences. 2006 May 31 ;40(7):1363-73. 

Lee KH, Bhaker RS, Mysore A, Parks RW, Birkett PB, Woodruff PW. Time perception and its 
neuropsychological correlates in patients with schizophrenia and in healthy volunteers. Psychiatry 
research . 2009 Apr 30;166(2):174-83. 

Maricq AV, Church RM. The differential effects of haloperidol and methamphetamine on time estimation 
in the rat. Psychopharmacology. 1983 Jan 1;79(1) :10-5. 

McDonald J, Schleifer L, Richards JB, de Wit H. Effects of THC on behavioral measures of impulsivity in 
humans. Neuropsychopharmacology. 2003 Jul 1 ;28(7) : 1356. 

Meek WH. Neuropharmacology of timing and time perception . Cognitive brain research . 1996 Jun 
30;3(3):227-42. 

Meyers CA, Levin HS. Temporal perception following closed head injury: Relationsh ip of orientation and 
attention span. Cognitive and Behavioral Neurology. 1992 Jan 1; 5(1 ):28-32. 

Mioni G, Stablum F, McClintock SM, Cantagallo A. Time-based prospective memory in severe traumatic 
brain injury patients : The involvement of executive functions and time perception . Journal of the 
International Neuropsychological Society. 2012 Jul 1; 18(04):697 -705. 

Mioni G, Stablum F, Cantagallo A. Time discrimination in traumatic brain injury patients. Journal of clinical 
and experimental neuropsychology. 2013 Jan 1 ;35(1 ):90-1 02. 

Mioni G, Stablum F, Prunetti E, Grondin S. Time perception in anxious and depressed patients: A 
comparison between time reproduction and time production tasks. Journal of affective disorders. 2016 
May 15; 196:154-63. 

Perbal S, Couillet J, Azouvi P, Pouthas V. Relationships between time estimation , memory, attention , and 
processing speed in patients with severe traumatic brain injury. Neuropsychologia. 2003 Dec 
31 ;41 (12) : 1599-610. 

Radonovich KJ, Mostofsky SH. Duration judgments in children with ADHD suggest deficient utilization of 
temporal information rather than general impairment in timing . Child Neuropsychology. 2004 Sep 
1 ;10(3) :162-72. 

Rammsayer TH. Neuropharmacological evidence for different timing mechanisms in humans. The 
Quarterly Journal of Experimental Psychology: Section B. 1999 Aug 1 ;52(3) :273-86. 

Rammsayer TH. The effects of sensory modality and type of task on discrimination of durations ranging 
from 400 to 1,400 milliseconds. Proceedings of Fechner Day. 201 0;26(1 ):439-44. · 

Righ i S, Gronchi G, Paganini M, Piacentini S, Viggiano MP. Huntington's Disease and Scalar Expectancy 
Theory: A Memory-Based Time Perception Deficit. lnEAPCogSci 2015. 
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Rubia K, Taylor A, Taylor E, Sergeant JA. Synchronization , anticipation , and consistency in motor timing 
of children with dimensionally defined attention deficit hyperactivity behaviour. Perceptual and motor 
skills . 1999 Dec;89(3_suppl) : 1237-58. 

Rubia K, Noorloos J, Smith A, Gunning B, Sergeant J. Motor timing deficits in community and clinical 
boys with hyperactive behavior: the effect of methylphenidate on motor timing. Journal of abnormal child 
psychology. 2003 Jun 1 ;31 (3) :301-13. 

Schmitter-Edgecombe M, Rueda AD. Time estimation and episodic memory following traumatic brain 
injury. Journal of Clinical and Experimental Neuropsychology. 2008 Jan 31 ;30(2) :212-23. 

Sewell RA, Schnakenberg A, Elander J, Radhakrishnan R, Williams A, Skosnik PO , Pittman B, 
Ranganathan M, D'Souza DC. Acute effects of THC on time perception in frequent and infrequent 
cannabis users. Psychopharmacology. 2013 Mar 1 ;226(2):401-13. 

Shebloski KL, Broadway JM. Commentary: Effects of psilocybin on time perception and temporal control 
of behavior in humans. Frontiers in Psychology. 2016;7:736. doi :10.3389/fpsyg .2016.00736. 

Sil'k is IG. Possible mechanisms for the effects of neuromodulators on the perception of time intervals. 
Neurochemical Journal. 2012 Apr 1 ;6(2) : 144-52. 

Smith A, Taylor E, Warner Rogers J, Newman S, Rubia K. Evidence for a pure time perception deficit in 
children with ADHD. Journal of Child Psychology and Psychiatry. 2002 May 1 ;43(4):529-42. 

Smith AB , Taylor E, Brammer M, Halari R, Rubia K. Reduced activation in right lateral prefrontal cortex 
and anterior cingulate gyrus in medication-na"lve adolescents with attention deficit hyperactivity disorder 
during time discrimination. Journal of Child Psychology and Psychiatry. 2008 Sep 1 ;49(9):977 -85. 

Smith JG , Harper ON, Gittings D, Abernethy D. The effect of Parkinson's disease on time estimation as a 
function of stimulus duration range and modality. Brain and cognition . 2007 Jul 31 ;64(2) :130-43. 

Teixeira S, Machado S, Paes F, Velasques B, Guilherme Silva J, L Sanfim A, MineD, Anghinah R, L 
Menegaldo L, Salama M, Cagy M. Time perception distortion in neuropsychiatric and neurological 
disorders. CNS & Neurological Disorders-Drug Targets (Formerly Current Drug Targets-CNS & 
Neurological Disorders) . 2013 Aug 1;12(5):567-82. 

Toplak ME, Tannock R. Time perception : modality and duration effects in attention-deficiUhyperactivity 
disorder (ADHD). Journal of abnormal child psychology. 2005 Oct 1 ;33(5):639-54. 

Toplak ME, Ruckl idge JJ , Hetherington R, John SC, Tannock R. Time perception deficits in attention
deficiUhyperactivity disorder and comorbid reading difficulties in child and adolescent samples . Journal of 
Child Psychology and Psychiatry. 2003 Sep 1 ;44(6) :888-903. 

Toplak ME, Dockstader C, Tannock R. Temporal information processing in ADHD: findings to date and 
new methods. Journal of neuroscience methods. 2006 Feb 15;151(1):15-29. 

Turgeon M, Lustig C, Meek WH . Cognitive ag ing and time perception: roles of Bayesian optimization and 
degeneracy. Frontiers in aging neuroscience. 2016;8. 

Vander Lubbe RH , Van Mierlo CM , Postma A. The involvement of occipital cortex in the early blind in 
auditory and tactile duration discrimination tasks. Journal of Cognitive Neuroscience. 2010 
Jul ;22(7): 1541-56. 
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Van Marie K, Wynn K. Six-month-old infants use analog magnitudes to represent duration. Developmental 
science . 2006 Sep 1 ;9(5). 

Wearden JH , Lejeune H. Scalar properties in human timing : Conformity and violations. The Quarterly 
Journal of Experimental Psychology. 2008 Apr 1 ;61 (4) :569-87. 

Wearden JH, Smith-Spark JH, Cousins R, Edelstyn NM , Cody FW, O'Boyle OJ . Stimulus timing by people 
with Parkinson's disease. Brain and cognition. 2008 Aug 31 ;67(3) :264-79. 

Westheimer G. Discrim ination of short time intervals by the human observer. Experimental Brain 
Research. 1999 Oct 1;129(1):121-6. 

W ittmann M, Carter 0 , Hasler F, Cahn BR, Grimberg U, Spring P, Hell 0 , Flohr H, Vollenweider FX. 
Effects of psilocybin on time perception and temporal control of behaviour in humans. Journal of 
Psychopharmacology. 2007 Jan;21 (1 ):50-64. 

Frequency discrimination . Frequency discrimination is an individuals ' ability to differentiate 

between two sinusoidal stimuli on the basis of frequency. This has been of ongoing interest in 

the somatosensory research community for decades, but very few have a clue as to what 

frequency discrimination relies on. Although it is fairly evident that frequency di scrimination 

relies on synchronization of cortical ensembles, a number of researchers have designed 

experiments to push an alternative hypothesis (by designing out that possible conclusion). Some 

of the references pertaining to frequency discrimination are listed below and the contents of these 

are summarized in an excel spreadsheet. 

Flor H, Denke C, Schaefer M, GrOsser S. Effect of sensory discrimination tra in ing on cortical 
reorganisation and phantom limb pain. The Lancet. 2001 Jun 2;357(9270) :1763-4. 
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